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ABSTRACT

The launch ofCloudSat andCloud–Aerosol Lidar and Infrared Pathfinder Satellite Observations (CALIPSO)

in 2006 provided the first opportunity to incorporate information about the vertical distribution of cloud and

aerosols directly into global estimates of atmospheric radiative heating. Vertical profiles of radar and lidar

backscatter from CloudSat’s Cloud Profiling Radar (CPR) and the Cloud–Aerosol Lidar with Orthogonal

Polarization (CALIOP) aboard CALIPSO naturally complement Moderate Resolution Imaging Spectroradi-

ometer (MODIS) radiance measurements, providing a nearly complete depiction of the cloud and aerosol

properties that are essential for deriving high-vertical-resolution profiles of longwave (LW) and shortwave (SW)

radiative fluxes and heating rates throughout the atmosphere. This study describes a new approach for com-

bining vertical cloud and aerosol information fromCloudSat andCALIPSOwithMODIS data to assess impacts

of clouds and aerosols on top-of-atmosphere (TOA) and surface radiative fluxes. The resulting multisensor

cloud–aerosol product is used to document seasonal and annual mean distributions of cloud and aerosol forcing

globally from June 2006 through April 2011. Direct comparisons with Clouds and the Earth’s Radiant Energy

System (CERES) TOA fluxes exhibit a close correlation, with improved errors relative to CloudSat-only

products. Sensitivity studies suggest that remaining uncertainties in SWfluxes are dominated by uncertainties in

CloudSat liquid water content estimates and that the largest sources of LW flux uncertainty are prescribed

surface temperature and lower-tropospheric humidity. Globally and annually averaged net TOA cloud radiative

effect is found to be218.1 W m22. The global, annual mean aerosol direct radiative effect is found to be21.66
0.5 W m22 (22.5 6 0.8 W m22 if only clear skies over the ocean are considered), which, surprisingly, is more

consistent with past modeling studies than with observational estimates that were based on passive sensors.

1. Introduction

Atmospheric radiative heating is one of the most im-

portant factors determining global weather and climate.

Clouds and aerosols can exert a strong influence on

regional radiative balance by reflecting shortwave

(SW) radiation back to space and emitting longwave

(LW) radiation to the surface, providing one of the

strongest feedback pathways in the climate system.

Knowledge of these competing effects is essential for

understanding Earth’s climate system, but cloud feed-

backs and the magnitude of aerosol forcing remain

large unknowns in predicting climate change (Stephens

2005).
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Satellites provide an excellent base to measure the

energy exchanged among Earth’s surface, the atmo-

sphere, and space (VonderHaar and Suomi 1971;

Barkstrom 1984;Wielicki et al. 1996; Schiffer andRossow

1983). The launch ofCloudSat andCloud–Aerosol Lidar

and InfraredPathfinder SatelliteObservations (CALIPSO)

(Stephens et al. 2002) in 2006 provided a new opportu-

nity to improve the representation of the vertical dis-

tribution of cloud properties in radiative flux calculations.

New cloud boundary information from these sensors

offers the potential to dramatically reduce errors in

cloud boundaries that can reach 1 km or more (e.g.,

Holz et al. 2008; Menzel et al. 2008; Naud et al. 2005).

From the sensitivity studies described below, this im-

proved vertical resolution may reduce errors in global

estimates of cloud LW forcing by as much as 6 W m22.

The potential for using this new high-vertical-resolution

cloud property information to constrain radiative fluxes

was demonstrated by L’Ecuyer et al. (2008), who de-

scribe a method for inferring LW and SW radiative flux

and heating-rate profiles from primarily CloudSat ob-

servations. The resulting level-2 ‘‘Fluxes and Heating

Rates’’ product (2B-FLXHR, release 04) uses vertical

distributions of liquid and ice cloud effective radii and

water contents from the level-2 cloud water content

product (2B-CWC) (Austin 2007; Austin et al. 2009),

ancillary temperature and humidity profiles from the

European Centre for Medium-RangeWeather Forecasts

(ECMWF) analyses, and surface albedo and emissivity

data from the International Geosphere–Biosphere Pro-

gramme global land surface classification to initialize

a broadband radiative flux model known as BugsRad.

BugsRad is based on the two-stream, doubling–

adding solution to the radiative transfer equation in-

troduced by Ritter and Geleyn (1992) and assumes

a plane-parallel atmosphere over the 1.4 km 3 1.8 km

CloudSat field of view. Molecular scattering, gaseous

absorption, and absorption and scattering by both liquid

and ice are all modeled in 2B-FLXHR. Molecular ab-

sorption and scattering properties computed using the

correlated-k formulation of Fu and Liou (1992) are

combined with cloud optical properties that are based

on retrieved effective radii and water contents found in

CloudSat’s 2B-CWC product usingMie theory for liquid

particles and the anomalous diffraction theory–based

parameterizations of Stephens et al. (1990) andMitchell

et al. (1996) for ice. The delta-Eddington approximation

is then applied over six SW bands, and a constant-

hemisphere formulation is applied to 12 LW bands.

These bands are appropriately weighted and combined

into the two broadband flux estimates that are ultimately

reported, one covering the SW from 0 to 4 mm and the

other over the LW above 4 mm. The rate of radiative

heating in each layer follows simply by determining the

net convergence or divergence of radiative energy into

or out of it. The resulting set of SW and LW fluxes and

heating rates are output for each CloudSat footprint at

the maximum vertical resolution of the Cloud Profiling

Radar (CPR) and the 2B-CWC product, that is, 240 m,

forming the 2B-FLXHR product.

L’Ecuyer et al. (2008) found that thin high clouds and

low clouds that go undetected by CloudSat can lead to

significant errors in flux estimates and note the need for

improvement in the representation of these cloud types

as well as improved modeling of precipitation, as no

precipitation retrieval was included in the dataset at the

time. This paper seeks to address many of the short-

comings in the original 2B-FLXHR algorithm by in-

cluding coincident observations from the Cloud-Aerosol

Lidar with Orthogonal Polarization (CALIOP) instru-

ment on CALIPSO (Winker et al. 2004, 2007) and

the Moderate Resolution Imaging Spectroradiometer

(MODIS) aboardAqua to improve constraints on cloud

and aerosol properties in surface and top-of-atmosphere

(TOA) radiative flux calculations. The method used to

merge the component multisensor cloud and aerosol

properties to produce the new flux estimates is described

in section 2. Annual mean TOA and surface radiation

budgets from the resulting A-Train flux and heating rate

dataset, known as 2B-FLXHR-LIDAR, are summa-

rized in section 3, and the seasonal variations in the

impacts of clouds and aerosols are quantified in sections

4 and 5. In section 6, independent comparisons with

Clouds and theEarth’sRadiant Energy System (CERES)

TOA flux observations are provided as a sanity check

and uncertainties in the approach are assessed through

a comprehensive set of sensitivity studies.

2. The 2B-FLXHR-LIDAR algorithm

The 2B-FLXHR-LIDAR algorithm builds off the orig-

inal 2B-FLXHR algorithm but takes advantage of recent

improvements in cloud and precipitation products and

explicitly accounts for clouds and aerosol that are not

detected by CloudSat (Fig. 1). Cloud location is now de-

termined from CloudSat’s level-2 ‘‘Radar–Lidar Cloud

Geometrical Profile’’ product (2B-GEOPROF-LIDAR;

Mace et al. 2009), and cloud properties are assigned using

the CloudSat level-2 ‘‘Cloud Water Content (Radar

Only)’’ product (2B-CWC-RO). If 2B-GEOPROF-

LIDAR indicates a cloud is present but 2B-CWC-RO

does not contain cloud microphysical information, the

MODIS-based level-2 ‘‘Cloud Optical Depth’’ (2B-

TAU) product and collocated CALIPSO version-3

products (Trepte et al. 2010) are used to calculate the

corresponding cloud properties. All clouds detected
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only by CALIOP are separated into thin ice and liquid

cloud categories on the basis of temperature; mid- and

low-level clouds that are warmer than 253.15 K are as-

sumed to be liquid, and clouds that are colder than

253.15 K are assumed to be composed of all ice. The

optical depths of such thin ice clouds are obtained by use

of a lidar-transmission method similar to those of

Comstock and Sassen (2001), Lo et al. (2006), and

Haladay and Stephens (2009). Themethod uses ratios of

measured molecular backscatter profiles from CALIOP

and estimated cloud-free Rayleigh backscatter profiles

to calculate optical depth. The ice water content (IWC)

is then determined using

tcloud5
3

2

IWC

riceReff

Dz , (1)

where rice is the density of ice and Dz is the thickness of
the layer (Stephens 1978). The equivalent mass sphere

effective radius Reff is assumed to be 30 mm for all thin

ice clouds not detected by CloudSat from the analysis of

ground-based lidar observations in L’Ecuyer et al.

(2008). The impact of this assumption is shown to be

much smaller than other sources of uncertainty dis-

cussed in section 6.

If the lidar-transmission method fails, the 532-nm-

feature optical depth (OD) from CALIPSO’s ‘‘CAL_

LID_L2_05kmCLay’’ product is used as default to

deduce the IWC. In the event that neither method

yields a solution, an IWC of 1.5 mg m23 is assumed, in-

dependent of cloud temperature, loosely consistent with

the analysis of the Microwave Limb Sounder reported in

L’Ecuyer et al. (2008). Thin ice cloud and cirrus un-

detected by CloudSat typically have optical depths be-

tween 0.1 and 0.2; these clouds will be referred to as thin

cirrus for the remainder of this paper. These values are

consistent with ground-based-lidar optical-depth mea-

surements of thin cirrus clouds ranging from 0.03 to 0.3

(Sassen et al. 2009).

CALIOP-detected low clouds are assigned optical

depths and effective radii on the basis of theMODIS-based

2B-TAU product. Liquid water contents (LWC) are

subsequently derived from Eq. (1), where IWC is re-

placed by LWC. If 2B-TAU fails, LWCs of clouds below

1 km are prescribed to have LWC of 50 mg m23 on the

basis of the climatic values ofMiles et al. (2000) and clouds

above 1 km are assumed to have LWC of 120 mg m23 on

the basis of analysis of clouds at the230-dBZ threshold of

detection of the CPR. On the basis of MODIS mean ef-

fective radii distributions, an effective radius of 13 mm is

assumed where 2B-TAU fails.

Precipitation is identified using the recently de-

veloped CloudSat level-2 ‘‘Precipitation Column’’ (2C-

PRECIP-COLUMN) product (Haynes et al. 2009), which

supplies cloud and rain liquid water contents (CLWC

and RLWC) and produces an estimate of the expected

vertical extent of rainwater in the column. The current

iteration of 2C-PRECIP-COLUMN partitions cloud

water and rainwater in precipitating scenes following the

method of Lebsock et al. (2011), who document an ap-

proach that uses the different sensitivities of MODIS

optical depth and CPR path-integrated attenuation to

simultaneously infer the cloud and rainwater contents in

warm-topped maritime clouds. The ratio of cloud water

to rainwater is parameterized as a function of retrieved

rainfall rate on the basis of the analysis of global

CloudSat observations from 2007 by Lebsock and

L’Ecuyer (2011). If the rain column exceeds the freezing

level, rainwater is linearly decreased from the value at

the freezing level to the reported rain-top height. Cloud

water is added from the lifting condensation level to rain

top in the samemanner, with cloud water also decreased

linearly from the freezing level to rain-top height if

necessary, with cloud-droplet effective radii assumed to

be 13 mm consistent with the nonprecipitating-cloud

assumption described above. In scenes in which 2C-

PRECIP-COLUMN fails to retrieve rain or cloud

water, climatological values are adopted. CLWC is set to

0.1 g m23 in eachCloudSat bin that contains a cloud, con-

sistent with the mean value of CLWC in 2C-PRECIP-

COLUMN. If 2C-PRECIP-COLUMNclassifies the pixel

as rain certain but does not provide a rainfall estimate,

FIG. 1. Example of a cloud and aerosol mask used to illustrate CloudSat- and CALIPSO-detected clouds and aerosol. Shown are clouds

from CloudSat (gray), clouds from CALIPSO (black), and aerosol from CALIPSO (light gray).
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such as typically occurs over land because of an in-

ability to accurately calculate path-integrated atten-

uation, we assume anRLWCof 0.15 g m23 corresponding

to a rainfall rate of 2 mm h21, the mean retrievable

rainfall rate in the 2C-PRECIP-COLUMN rain-certain

retrievals. Rain-probable or -possible scenes are in-

dicative of drizzle, and a mean value for RLWC of

0.02 g m23, representative of a 0.2 mm h21 drizzle rate,

is assumed. Total attenuation of the CPR signal is in-

dicative of heavy precipitation for which 2C-PRECIP-

COLUMN reports a maximum retrievable rainfall

rate. In such cases the RLWC is set to 0.6 g m23, which

is consistent with a rainfall rate of 10 mm h21 that has

been shown to be the mean rain rate required to ob-

tain agreement between bulk oceanic rainfall accu-

mulations from CloudSat and the Tropical Rainfall

Measuring Mission (TRMM) precipitation radar (Berg

et al. 2010; Stephens et al. 2010). Raindrop size distri-

butions for all pixels are then derived from theMarshall–

Palmer drop size distribution. These assumptionsmaximize

the information provided by the CloudSat CPR in the

limited number of scenes for which a quantitative re-

trieval of condensate is not possible, and it is demon-

strated in section 6 that these assumptions, while very

approximate, have a relatively small impact on the results.

Note also that the addition of 2C-PRECIP-COLUMN

data in 2B-FLXHR-LIDAR represents the first direct use

of precipitation information in a satellite-derived radiative

flux and heating-rate dataset.

The climatological values for precipitation, low

cloud, and thin cirrus cloud are only used if no input

data are available. Figure 2 demonstrates how often

these assumptions are used to represent precipitation,

low cloud, and thin cirrus cloud, along with their

FIG. 2. Fraction of occurrence (%) for which climatological values of precipitation, low cloud, and thin cirrus cloud were used. Included

are (a) climatological values for precipitation, (b) fraction of occurrence for precipitation, (c) climatological values for low cloud,

(d) fraction of occurrence for low cloud, (e) climatological values for thin cirrus cloud, and (f) fraction of occurrence for thin cirrus cloud.
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respective fraction of occurrence. Climatological values

are used generally less than 10% of the time for rain over

ocean, less than 20% for low clouds, and less than 15%

for thin cirrus clouds. Precipitation is not retrieved in

cases in which low cloud is dominant and over landwhere

the path-integrated attenuation retrieval of precipitation

cannot be calculated. The majority of climatological

values for low cloud and thin cirrus occur where they are

most frequent; low-cloud climatological values are used

near midlatitude storm tracks and subsidence regions off

the west coasts of the continents, and thin cirrus is used in

the tropics. On the global average, climatological values

of rainfall are used in 5% of the rainfall profiles observed

byCloudSat and climatological low and thin cirrus clouds

are adopted in 9% and 4% of these cloud cases, re-

spectively. Errors due to these assumed cloud properties

are assessed in the sensitivity studies found in section 6.

The location and optical depth of aerosol layers

originate fromCALIPSO ‘‘CAL_LID_L2_05kmALay’’

data. Aerosol species and vertical distribution are ex-

tracted from the CALIPSO vertical feature mask de-

scribed in detail by Omar et al. (2009). Single-scatter

albedo and asymmetry parameter are assigned to each

aerosol layer on the basis of the 532-nm aerosol optical

depth and mean radius from CALIPSO following the

method of D’Almeida et al. (1991) and Deepak and

Gerber (1983), similar to the models used by the Spec-

tral Radiation-Transport Model for Aerosol Species

(SPRINTARS) global transport model (Takemura et al.

2002). The large mode of all CALIPSO species that are

defined to be bimodal inOmar et al. (2009) is assumed to

be composed of dust particles, and the optical depth is

partitioned by the volume fraction of each mode.

3. Flux estimates

Resulting annual-mean all-sky estimates of TOA in-

coming shortwave, TOA outgoing shortwave (OSR),

TOA outgoing longwave (OLR), surface downwelling

shortwave (SSR), surface downwelling longwave (SLR),

surface upwelling reflected shortwave, and surface

emission from CloudSat observations from June 2006

through April 2011 are shown in Fig. 3. Areas of per-

sistent cloudiness are evident in the OSR along with

deserts and areas that are frequently covered with snow

or ice evident in the surface reflection. The ITCZ can be

seen in OLR as a minimum across the tropics. OLR is

largest in subsidence regions over open oceans where

high clouds are less frequent and, especially, over warm

deserts.

All-sky fluxes averaged annually for the CloudSat

mission at the TOA and surface are summarized in

Table 1. Fluxes are weighted by area for all latitudes

between 828S and 828N, the minimum and maximum

latitudes observed by CloudSat, and SW fluxes are

weighted [as in L’Ecuyer et al. (2008)] for each pixel in

the CloudSat vertical profile by the average daily in-

solation over Earth by latitude and day of year. OSR is

estimated to be 89.4 W m22, somewhat lower than in

previous observational Earth Radiation Budget (ERB)

studies because of the preferential sampling of low solar

zenith angles at the 1330 local time A-Train overpass,

which leads to a low bias in cloud albedo. OLR is found

to be 233.8 W m22, consistent with past studies (Ellis

and VonderHaar 1976; Stephens et al. 1981; Harrison

et al. 1990; Rossow and Zhang 1995). The estimation of

LW emission to the surface is an area of active study.

A value of 351.9 W m22 is obtained from the new 2B-

FLXHR-LIDAR product, closer to the more recent

observational estimates (Stephens et al. 2012) than to

those reported in Kiehl and Trenberth (1997) and

Trenberth et al. (2009).

4. Cloud radiative effects

The radiative effects of all clouds included in the 2B-

FLXHR-LIDAR dataset are calculated. Clouds are

then separated to find the impacts on the cloud radiative

effect (CRE) by clouds only detected by CALIPSO and

undetected by CloudSat.

a. Total cloud radiative effect

The impacts of clouds on radiative fluxes can be

quantified in terms of the CRE, also referred to as cloud

forcing (Hartmann et al. 1986; Ramanathan et al. 1989),

defined as

CRE5 (F[ 2FY)Clear2 (F[2FY)All-Sky , (2)

where FY and F[ are downwelling and upwelling fluxes

in clear-sky and all-sky conditions, as subscripted. Total

LW, SW, and net radiative effects from all clouds de-

tected by CloudSat and CALIPSO are shown in Fig. 4,

and the seasonal cycles of their zonal means are pre-

sented in Fig. 5. The ITCZ is readily evident in Fig. 4 as

the maximum negative CRE in the SW. Widespread

areas of low cloud, located on the western coast of the

continents, are also evident features in the SW CRE.

The maximum TOA LW CRE occurs in the western

Pacific Ocean, and surface LW CRE is strongest in the

storm tracks in both hemispheres. Overall, clouds cool

Earth by 18.1 W m22 on annual average, reflecting

45.3 W m22 and retaining 27.2 W m22 (Table 2). These

results lie between previous estimates from Harrison

et al. (1990) and Raschke et al. (2005) who find total
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CREs of 217 and 224 W m22 using ERB Experiment

and International Satellite Cloud Climatology Project

data, respectively. Note that errors in global cloud-

forcing estimates are extremely difficult to assess because

of the need to account for uncertainties in clear-sky ra-

diative fluxes, to represent errors in the specification of

cloud properties, and to distinguish random errors from

systematic errors. Upper bounds on the errors due

to various factors that contribute to cloud-forcing un-

certainty are summarized in Tables 6 and 7 (described in

detail in section 6b below), but with incomplete knowl-

edge of correlations between these sources of error as

well as the relative magnitude of their random and sys-

tematic components, they cannot be readily combined

to yield an overall estimate of cloud-forcing error. In-

stead we report relative differences in cloud-forcing

estimates between 2B-FLXHR-LIDAR and those de-

rived from CERESTOA fluxes partitioned into clear-sky

and all-sky components. Although such comparisons do

not provide a true error estimate, they do yield a useful

baseline given the very different approaches from which

these cloud-forcing estimates derive. For similar reasons,

errors in surface cloud forcing cannot be assessed at this

time.

FIG. 3. Annual all-sky radiative fluxes (W m22) for (a) TOA incoming SW, (b) OSR, (c) OLR, (d) SSR, (e) SLR, (f) surface upwelling

reflected SW, and (g) surface emission.

TABLE 1. Globally and annually averaged TOA and surface

(SFC) fluxes (W m22) from the 2B-FLXHR-LIDAR product.

Uncertainties are calculated using the uncertainty analysis found in

section 6. This includes the sensitivity study, the differences be-

tween the 2B-FLXHR-LIDAR product and TOA and surface flux

estimates from the CERES product, and estimates of uncertainties

in the prescribed surface emissivity and albedo.

FY
LW F[

LW FY
SW F[

SW

TOA — 233.8 6 5 341.3 6 0.5 89.4 6 7

SFC 351.9 610 399.8 6 10 189.8 6 13 22.3 6 3
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Taking the difference of the TOA and surface cloud

forcing yields the cloud impact on atmospheric radiative

heating. Globally in the SW, clouds warm the atmo-

sphere with a mean radiative warming of 7.0 W m22.

Overall in the LW, clouds warm the atmosphere by

1.6 W m22, but not uniformly. The warming is focused

near the tropics where cloud thickness tends to be larger,

whereas the mid- and upper-latitude clouds tend to

contribute radiative cooling that nearly balances the

warming in the tropics.

On a zonal basis, seasonal variability is relatively

small in the tropics, with regional differences influenced

by the location of the ITCZ. Bimodal peaks in the TOA

LW CRE, for example, track the shift in the ITCZ be-

tween the hemispheres. Shortwave CRE variations in

the midlatitudes are dominated by variations in in-

coming solar radiation. Shortwave effects vanish in the

winter-hemisphere polar regions, leading to positive net

CRE as LW effects dominate. Increased SW cloud

forcing during the summer, in the midlatitudes, corre-

sponds to clouds in midlatitude storm tracks that are

brighter because of increased cloud albedo, from illu-

mination at higher solar zenith angles, and they tend to

be more frequent in the Southern Hemisphere.

b. Impacts of CALIOP clouds undetected by
CloudSat

To assess and document the influence of CALIOP and

MODIS data on the 2B-FLXHR product, it is in-

structive to examine the radiative impacts of low and

high clouds undetected by CloudSat. Figures 6 and 7 il-

lustrate the CRE of undetected low and high clouds,

partitioned into liquid and ice clouds on the basis of

a temperature threshold of 253.15 K as noted above,

annually averaged over the CloudSat mission. Un-

detected low clouds exert a strong cooling effect,

FIG. 4. The annual mean radiative effects (W m22) of all clouds detected by CloudSat and CALIPSO: (a) TOA SW, (b) surface SW,

(c) TOA LW, (d) surface LW, (e) TOA net, (f) surface net, (g) atmospheric CRE for SW, and (h) atmospheric CRE for LW.
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particularly over dark ocean areas. Surface warming

near the poles is observed for surface net CRE as low

clouds have a strong impact in the LWduring the winter.

Undetected cirrus clouds have a much smaller radiative

effect than low clouds because of their small optical

depths (�1) and composition of sparse ice crystals,

which are not efficient at absorbing or reflecting SW

radiation but are effective absorbers of LW radiation

(Stephens 1980).

On a regional basis, undetected low clouds exhibit

their strongest impacts in three major subsidence zones

near the west coasts of North America, South America,

and southern Africa, where SW CRE from the un-

detected low clouds can reach 245 W m22. Longwave

radiation at the surface is also enhanced in these regions

by emission from cloud water. For undetected cirrus,

positive radiative effects at the TOA are strongest close

to the ITCZ and the western Pacific where deep con-

vection is frequent.

Seasonal, zonal-averaged impacts of clouds not de-

tected by CloudSat are presented in Figs. 8 and 9, and

global statistics are summarized in Table 3. Undetected

low clouds exhibit the highest zonal impacts at higher

latitudes, in both hemispheres, associated with storm

FIG. 5. Zonally averaged annual and seasonal radiative effects (W m22) for all clouds detected by CloudSat and

CALIPSO: (a) TOA SW, (b) surface SW, (c) TOA LW, (d) surface LW, (e) TOA net, and (f) surface net CRE.

Seasons are defined as December–February (DJF), March–May (MAM), June–August (JJA), and September–

November (SON).

TABLE 2. Seasonal and annual globally averagedCREs (W m22)

of clouds detected by CloudSat and CALIPSO. Relative differ-

ences in all-sky and clear-sky fluxes between 2B-FLXHR-LIDAR

and CERES TOA are used to establish approximate error bounds

on TOA CRE estimates.

DJF MAM JJA SON Annual

TOASW 246.9 243.5 243.9 246.2 245.3 6 3.2

TOALW 25.4 28.0 27.0 26.4 27.2 6 1.9

TOANET 220.5 215.5 216.9 219.8 218.1 6 3.7

SFCSW 254.2 250.6 250.5 253.0 252.3

SFCLW 26.6 25.7 23.9 26.1 25.6

SFCNET 228.5 226.1 225.3 226.9 226.7
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tracks. The undetected low clouds impose a net negative

effect at the TOA, further cooling the atmosphere by

reflecting more SW radiation. Cooling is found at the

surface as well, with the exception of a small net positive

effect closer to the poles in the winter hemisphere where

increased emission from low clouds dominates. Globally

and annually, undetected low clouds impact the net

TOA fluxes by 24.1 W m22 and net surface fluxes by

21.2 W m22. Undetected cirrus exhibit little effect in

higher latitudes and midlatitudes, with a maximum ef-

fect near the tropics. The TOALWeffect can be as large

as 3.3 W m22 zonally, but the global mean effect is an

addition of 1.1 W m22.

5. Aerosol direct effect

Previous satellite-based estimates of the radiative ef-

fects of aerosols, known as the direct effect, employ data

from passive sensors that are generally limited to oceans

and clear skies and do not account for the effects of

vertical layering of aerosols (Remer and Kaufman 2006;

Yu et al. 2006; Zhang et al. 2005). The advantage of

mergingmultipleA-Train datasets is that we can quantify

the effects of aerosols on atmospheric radiation by ex-

plicitly modeling the effects of aerosol relative to loca-

tions of clouds. The vertical profiles of aerosol layers

provided by CALIOP allow the reflective and absorptive

properties of each aerosol to be specified in each cloud-

free atmospheric layer.

For this study, the direct effect of aerosol is defined as

the SW flux difference between including CALIPSO-

detected aerosol and no aerosol at all at the TOA or the

surface. The annual and seasonal direct effects of aero-

sols are illustrated in Fig. 10. Mineral dust dominates

from the western coast of India through dust-transport

regions over the Atlantic Ocean. The seasonal shift of

FIG. 6. The annual mean radiative effects (W m22) of low clouds undetected by CloudSat: (a) TOA SW, (b) surface SW, (c) TOA LW,

(d) surface LW, (e) TOA net, and (f) surface net.
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Saharan dust transport can be seen, and the most evi-

dent effects are in the spring and summer months. Dust

increases outgoing SW over the oceans but dims the

desert regions. Positive forcing is also observed in

areas of heavier biomass burning in southern Africa in

September–November (SON). Here smoke is fre-

quently lofted above clouds, reducing their albedo,

similar to the findings of Chand et al. (2009). Surface

cooling in SON and December–February (DJF) is

evident in southern and eastern Asia and is caused by

haze, pollution, and dust advected into these regions.

Effects of aerosol can best be compared with other

studies by looking at their global impacts (Table 4). The

combination ofCloudSat andCALIPSO data allows the

direct effect to be quantified in clear sky and cloudy

skies separately. The use of 2B-GEOPROF-LIDAR

ensures only clear-sky cases, resulting in no cloud con-

tamination. The effect of aerosol on clear-sky outgoing

SW radiation over oceans is found to be 22.5 W m22.

According to the Intergovernmental Panel on Climate

Change Fourth Assessment Report (AR4), which uses

some results from Yu et al. (2006), the average clear-sky

over-ocean impact at the TOA is 25.4 W m22. The

AR4 results are derived from satellite sensors using

passive sensor data and do not include model results

listed in Yu et al. (2006). Model averages range from

21.7 to24.1 W m22, closer to the 2B-FLXHR-LIDAR

estimate presented here. This suggests that observa-

tional estimates that are based exclusively on passive

sensors without explicit information about the vertical

distribution of cloud and aerosol layers may over-

estimate the aerosol direct effect. The overestimation

of the direct effect from passive sensors could be at-

tributed to cloud contamination adding errors up to

10%–30% (Loeb and Kato 2002; Kittaka et al. 2005;

Kaufman et al. 2005) and even higher, depending on

how the clear scenes are defined (Remer and Kaufman

2006).

FIG. 7. As in Fig. 6, but for thin cirrus clouds undetected by CloudSat.
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Aerosols absorb and reflect incoming solar radiation,

resulting in higher surface effects of aerosol relative to

those at the TOA, cooling the surface by 4.0 W m22

globally. Global TOA radiative effects decrease relative

to those over ocean only because of the positive effect

of aerosol over landmasses and decrease further for all

sky as aerosols dim clouds below them. Globally over

land and ocean, the all-sky TOA radiative effect is

21.6 W m22, which is 0.9 W m22 less of an effect than

that of clear sky over the ocean. The surface aerosol

effect over land and ocean, however, increases relative

to that over ocean only to 26.2 W m22 for clear skies

and 26.3 W m22 for all sky.

The impacts of uncertainties in CALIPSO aerosol

products are assessed through four sensitivity studies: 1)

CALIPSO aerosol optical depths (AOD) are perturbed

by a factor of 2 loosely based on results found by Kittaka

et al. (2011), 2) all aerosols are changed to smoke with the

exception ofmarine aerosol, 3) all aerosols are changed to

dust with the exception of marine aerosol, and 4) smoke

aerosols are assumed to be dust. These cases represent

extreme scenarios, but together the results provide an

upper bound on the potential errors in both themagnitude

of AODs and the ability to discriminate the impacts of

different aerosol species on simulated fluxes.

Replacing aerosol optical properties with those of

smoke results in a decrease in OSR by 0.6 W m22 and

decreases SSR nearly 2 W m22 because of enhanced

absorption by black carbon aerosols relative to dust.

Assuming dustlike optical properties brightens aerosol

layers, increasing OSR by 0.5 W m22 and SSR by

0.7 W m22. Changing only smoke aerosol to dust also

increases OSR and SSR by 0.2 W m22 and 0.6 W m22,

respectively. Altering the AOD leads to uncertainties

of ;0.6 W m22 in outgoing SW radiation and uncer-

tainties at the surface of;2.2 W m22. By combining the

mean sensitivities to AOD and aerosol type (assuming

these sources have approximately independent effects

on accuracy) we obtain an error estimate of60.8 W m22

in our estimate of TOA SW direct effect. This effectively

results in a range from21.7 to23.3 W m22 for the TOA

SW aerosol direct effect in clear skies over oceans.

FIG. 8. As in Fig. 5, but for low clouds undetected by CloudSat.
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6. Uncertainty estimates

Uncertainties in the 2B-FLXHR-LIDAR product are

assessed through a comprehensive series of sensitivity

studies in which errors in input parameters are propa-

gated through the algorithm to establish error bounds due

to all relevant assumptions. Complementary comparisons

with CERES TOAfluxes provide a sanity check on these

error bounds and help to establish the dependence of

these errors on the spatial/temporal averaging scale.

a. Comparisons with CERES

The CERES instrument aboard Aqua provides use-

ful independent measurements of TOA and surface

fluxes with which those calculated from 2B-FLXHR-

LIDAR can be compared. The Aqua satellite orbits

closely with CloudSat, and therefore each instrument

views nearly the same clouds, surfaces, and atmospheric

conditions. Although CERES has a larger field of view in

comparison withCloudSat, a study by Kato et al. (2011)

demonstrated the differences between CERES and

CloudSat/CALIPSO cloud fraction decrease when aver-

aged over area and time. Therefore direct comparisons of

TOA and surface fluxes are possible on reasonably large

time and space scales. Fluxes from 2B-FLXHR-LIDAR

are evaluated against the CERES fast longwave and

shortwave flux (FLASHFlux) product (Stackhouse et al.

2006) in 58 3 58 latitude–longitude bins by collocating

FIG. 9. As in Fig. 5, but for thin cirrus clouds undetected by CloudSat.

TABLE 3. Seasonal and annual globally averagedCREs (W m22)

of low and high clouds undetected byCloudSat. Here, NS indicates

a negligible difference.

DJF MAM JJA SON Annual

Low

TOASW 28.0 28.2 27.9 29.2 28.4

TOALW 4.2 4.3 4.5 4.2 4.3

TOANET 24.2 23.9 23.4 25.0 24.1

SFCSW 29.1 28.9 29.6 210.0 29.3

SFCLW 7.9 7.8 8.5 8.4 8.1

SFCNET 21.2 21.1 20.9 21.6 21.2

High

TOASW 20.2 20.2 20.2 20.2 20.2

TOALW 1.2 1.2 1.0 1.1 1.1

TOANET 21.0 21.0 20.8 20.9 20.9

SFCSW 20.2 20.2 20.2 20.2 20.2

SFCLW 0.1 0.2 0.2 0.2 0.2

SFCNET 20.1 NS NS NS NS
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each CloudSat footprint to the CERES footprint that is

nearest to the CloudSat swath. On average, 21 CloudSat

vertical profiles are collocated to an individual CERES

footprint. Comparisons of all monthly 58 3 58 OSR,

OLR, SSR, and SLR estimates from January 2007

through February 2008 are shown in Fig. 11.

RMS differences in outgoing radiation are 5.7 W m22

for the LW and 16.5 W m22 in the SW. Higher RMS

differences in OSR are likely due to cloud-detection

differences between the two instruments, and systematic

OSR differences are much smaller at 4.1 W m22. Out-

going LW is consistently lower relative to CERES, with

a bias of24.9 W m22.When one compares differences in

OSR from 2B-FLXHR (L’Ecuyer et al. 2008) and from

2B-FLXHR-LIDAR, the bias decreased by 1.4 W m22

andRMSdecreased by 10.1 W m22. The increased scatter

and slightly increased biases, relative to 2B-FLXHR, in

SSR are likely caused by the introduction of CALIOP low

clouds, some of which were assigned properties on the

basis of climatological values. Excluding CALIOP low

clouds reduces the RMS difference to 16.1 W m22, which

is much closer to the value found using 2B-FLXHR.

Surface values for LW radiation are higher than those of

CERES, with a bias of 3.8 W m22. Differences at the

surface can result from cloud thickness assumptions in

CERES, where only cloud-top pressure can be retrieved,

along with the large amounts of missing data reported in

FIG. 10. (a) The global annual aerosol direct effect for all-sky conditions for the CloudSat mission (W m22). The data are also divided

seasonally into (b) MAM, (c) JJA, (d) SON, and (e) DJF.

TABLE 4. The TOA and SFC direct effect (W m22) of aerosols

for the CloudSat mission. Clear-sky and all-sky aerosol radiative

effects are shown for comparison, and global and ocean-only re-

sults are presented for comparison with passive techniques.

ClearOcean

All-

skyOcean ClearLand1Ocean

All-

skyLand1Ocean

TOA 22.5 22.0 22.2 21.6

SFC 24.0 24.1 26.2 26.3
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CERES surface fluxes, thus decreasing the sample size in

many cases by nearly 85%.

The intention of creating a product such as 2B-

FLXHR-LIDAR is to apply its data over varying domain

sizes and time scales. L’Ecuyer et al. (2008) showed that

the uncertainties in 2B-FLXHR fluxes decrease signi-

ficantly for longer-time-scale averages. Differences in

2B-FLXHR-LIDAR TOA relative to CERES fluxes

on time scales of 5 days, 1 month, and 1 year and spatial

resolutions of 28, 58, and 108 are shown in Table 5. Bias

in the LW is nearly independent of time scale, but bias

decreases in the SW with increasing spatial averaging

scale. RMS differences significantly decrease when time

and grid size are increased. RMS differences in 28 OSR

estimates, for example, decrease from 45.7 W m22 for

5-day averages to 19.4 W m22 for annual averages. These

results suggest it is important to consider the magnitude

of the signals relative to RMS differences appropriate for

the time–space scale of interest when interpreting 2B-

FLXHR-LIDAR analyses. When using the data on

smaller scales or shorter periods, uncertainty due to cloud,

aerosol, or atmospheric properties may be significant, but

these instantaneous errors cancel over longer time scales.

b. Sensitivity studies

To more rigorously attribute flux uncertainties to the

specific components of the 2B-FLXHR-LIDAR algo-

rithm, data from August 2007 are used to complete

multiple sensitivity studies representing the impacts of

uncertainties in atmospheric, cloud, and surface prop-

erties on LW and SW fluxes at the TOA and surface.

These studies are summarized in Tables 6 and 7. In the

tables, each row describes the variable examined, by

how much it is perturbed for every vertical CloudSat

FIG. 11. Comparison of the fluxes from 2B-FLXHR-LIDAR with the CERES FLASHFlux product from January

2007 to February 2008. Each point represents an averaged 58 3 58 latitude–longitude grid box and contains OSR,

OLR, SSR, and SLR.

TABLE 5. Bias and RMS (in parentheses) differences (W m22)

between 2B-FLXHR-LIDAR and CERES over a range of time

and spatial scales for SW and LW fluxes.

5 day 1 month 1 year

SW

28 7.7 (45.7) 5.5 (31.3) 4.4 (19.4)

58 6.5 (37.4) 5.2 (20.4) 4.1 (16.5)

108 6.0 (24.1) 4.9 (15.8) 3.7 (14.8)

LW

28 25.3 (11.8) 25.2 (7.7) 24.9 (5.9)

58 25.3 (9.1) 25.1 (6.6) 24.9 (5.7)

108 25.2 (6.3) 25.0 (5.8) 24.4 (5.0)
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profile, and then the effect on the corresponding global

fluxes in either the LW or SW. Perturbations are rooted

directly in corresponding uncertainty analyses from the

component datasets. Microphysical perturbations

for CloudSat are derived from error propagation in-

cluded in the 2B-CWC-RO and 2C-PRECIP-COLUMN

products (Austin et al. 2009; Haynes et al. 2009), and

MODIS uncertainties are documented by Nakajima and

King (1990). Perturbations in ECMWF parameters are

pulled from comparisons with radiosondes (Divakarla

et al. 2006). CALIPSO aerosol uncertainties mentioned

above are also included in the tables. As stated in the

previous section, errors can vary with different spatial

and temporal scales. When using global datasets, it is

important to recognize the scale of the region and time

period to minimize error.

The largest uncertainties in LW flux estimates derive

from errors in surface temperatures and changes in

specific humidity below the 500-hPa level. Whereas the

effect is smaller at the TOA, the emission by the surface

changes611 W m22 for an alteration of62 K, yielding

an approximate error estimate of the impact of extrapo-

lating daily LW flux estimates from the limited twice-daily

sampling of the A-Train sensors. This, in turn, leads to

uncertainties in the emission from the atmosphere back to

the surface of 5.5 W m22. The LW fluxes are also vul-

nerable to error in atmospheric temperature and spe-

cific humidity profiles. Changes in temperature and

water vapor in the lower troposphere impact OLR by

up to 3.4 W m22. Systematic changes in temperature

and water vapor in the lower troposphere, however,

have an intensified effect at the surface because of the

larger concentrations of water vapor at lower levels,

leading to uncertainties up to 10.1 W m22 in SLR. Ad-

ditional uncertainties in LW surface fluxes arise from

errors in cloud height, which can only be determined to

approximately 6240 m with CloudSat. Increasing or

decreasing cloud-base height by 240 m causes differ-

ences in surface radiation of 1.5 W m22. Similar effects

are found for altering cloud-top heights, but to a slightly

lesser degree.

Uncertainties in SW fluxes are dominated by cloud

microphysical properties. Perturbing LWC alters the

reflection and absorption properties of clouds, result-

ing in uncertainties of 5.5 and 23.1 W m22 in SSR

for downward and upward perturbations, respectively.

TABLE 6. Sensitivity of 2B-FLXHR-LIDAR TOA and surface LW fluxes to uncertainties in input variables for August 2007. Since the

effect of some parameters is nonlinear, the impacts of both upward and downward perturbations are reported (W m22). All fluxes

represent the average over the CloudSat domain from 828N to 828S. The increase and decrease of each perturbation are separated by

a slash, and errors displayed as NS indicate a negligible sensitivity.

Parameter Perturbation DF[
LW,TOA DF[

LW,SFC DFY
LW,SFC

CloudSat-only properties

Precipitation 23/none NS/NS NS/NS 0.1/20.1

LWC 650% 20.1/0.2 NS/NS 0.1/0.3

IWC 670% 22.3/5.0 NS/NS 0.4/20.9

Liquid Reff 625% 0.6/20.6 NS/NS 20.2/0.2

Ice Reff 625% 1.2/21.5 NS/NS 20.1/0.2

CALIPSO or MODIS properties

CALIPSO OD 650% 20.3/0.1 NS/NS NS/NS

CALIPSO IWC 23/O2 20.8/0.4 NS/NS 0.1/NS

CALIPSO LWC 620% 20.1/0.1 NS/NS 0.5/20.7

Liquid Reff 63 mm NS/20.5 NS/NS 20.2/0.5

Ice Reff 610 mm 0.2/20.7 NS/NS NS/NS

MODIS OD 620% 20.1/NS NS/NS NS/NS

All clouds

Base height 6240 m 0.4/20.4 NS/NS 21.5/1.6

Top height 6240 m 21.1/1.0 NS/NS 0.6/20.5

CALIPSO aerosol properties

AOD 23/O2 20.3/0.2 NS/NS 0.6/20.4

Smoke 5 dust — NS NS 20.1

All dust — NS NS 20.3

All smoke — 20.1 NS NS

Environmental properties

Temperature 62 K above 500 hPa 2.7/22.8 NS/NS 0.1/20.1

Temperature 62 K below 500 hPa 3.3/23.4 NS/NS 3.8/23.8

Specific humidity 625% above 500 hPa 21.7/1.8 NS/NS NS/NS

Specific humidity 625% below 500 hPa 22.0/2.1 NS/NS 8.3/210.1

Surface temperature 62 K 1.1/21.1 11.2/211.0 5.5/25.4

Surface albedo Increase 610% NS/NS NS/NS NS/NS
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Effects of similar magnitudes are observed at the TOA.

Shortwave fluxes are also sensitive to the increase/

decrease of low cloud height because of the implied

change in liquid water path. Similar effects occur when

effective radii are perturbed. Systematic changes in the

CloudSat liquid effective radii are most significant, re-

sulting in errors of about 2.8 W m22 at the TOA and the

surface. Environmental perturbations are most notice-

able in the lower troposphere where water vapor is more

prevalent. Perturbing lower-tropospheric specific hu-

midity reveals uncertainties from 22.2 to 2.6 W m22.

Errors in surface albedo in the six SW bands between

0.65 and 3.74 mm are estimated by perturbing the

value for each surface in the radiative transfer model

by 10%, leading to errors of about 1.4 and 1.8 W m22

in the reflected fluxes at the TOA and the surface,

respectively.

Uncertainties in CALIPSO cloud detection reveal

errors of smaller magnitude, mostly resulting from the

smaller sample size of undetected clouds globally. Of the

samples in a CloudSat granule, on average 8% contain

a cirrus cloud detected only by CALIPSO and 16%

contain an undetected low-level cloud, one-third of

which have properties that are based on MODIS data.

Therefore it is logical that errors in the representation

of undetected low-level clouds have the highest glo-

bal impact in SW of ;1.5 W m22 at the TOA and the

surface.

7. Summary

Earth’s radiative budget has been a topic of study for

many years, but it was not until the launch of CloudSat

and CALIPSO that observational constraints on the

vertical distributions of cloud and aerosol properties

have been available on global scales. The combination

of the CloudSat CPR, CALIOP on CALIPSO, and

MODIS on Aqua provides a more comprehensive da-

taset of cloud and aerosol locations and properties. By

including observations from all three of these sensors,

the 2B-FLXHR-LIDAR dataset benefits from a more

complete description of cloud and aerosol occurrence and

properties than does the radar-only 2B-FLXHR product,

enabling more accurate modeling of radiation within

the atmosphere. The 2C-PRECIP-COLUMN product

provides a more robust representation of precipitation,

MODIS optical depths and cloud properties provide

more detail for undetected low clouds, and CALIPSO

TABLE 7. As in Table 6, but for SW fluxes.

Parameter Perturbation DF[
SW,TOA DF[

SW,SFC DFY
SW,SFC

CloudSat-only properties

Precipitation 23/none 0.2/20.4 NS/NS 20.3/0.4

LWC 650% 2.7/24.9 20.3/20.5 23.1/5.5

IWC 670% 2.2/23.2 20.2/0.3 22.4/3.7

Liquid Reff 625% 22.5/2.8 20.2/0.2 2.5/22.8

Ice Reff 625% 21.1/1.5 NS/NS 0.9/21.3

CALIPSO or MODIS properties

CALIPSO OD 650% NS/NS NS/NS NS/NS

CALIPSO IWC 23/O2 NS/NS NS/NS 20.1/NS

CALIPSO LWC 620% 0.6/20.7 NS/NS 20.8/0.8

Liquid Reff 63 mm 21.2/1.2 0.1/20.1 1.5/21.4

Ice Reff 610 mm NS/NS NS/NS NS/20.1

MODIS OD 620% NS/NS NS/NS NS/NS

All clouds

Base height 6240 m 22.7/3.2 0.3/20.3 3.2/23.9

Top height 6240 m 3.1/22.3 20.3/0.2 23.5/2.4

CALIPSO aerosol properties

AOD 23/O2 0.8/20.4 0.3/20.4 22.9/1.6

Smoke 5 dust — 0.2 NS 0.6

All dust — 0.5 NS 0.7

All smoke — 20.6 20.2 21.7

Environmental properties

Temperature 62 K above 500 hPa NS/NS NS/NS NS/NS

Temperature 62 K below 500 hPa 0.1/20.1 NS/NS 20.2/0.2

Specific humidity 625% above 500 hPa 20.1/0.1 NS/NS 20.1/NS

Specific humidity 625% below 500 hPa 20.5/0.6 20.2/0.2 22.2/2.6

Surface temperature 62 K NS/NS NS/NS NS/NS

Surface albedo Increase 610% 1.4/21.4 1.8/21.8 0.3/20.3
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backscatter improves optical-depth information for

undetected cirrus and aerosol. These new data will help

to advance our understanding of the impacts of clouds

and aerosol on radiative budget not only at atmospheric

boundaries but throughout the atmosphere.

Uncertainties in the 2B-FLXHR-LIDAR flux esti-

mates were determined through a combination of

comparisons with CERES and sensitivity studies. RMS

differences between estimated TOA fluxes and collo-

cated CERES observations reveal that uncertainties in

monthly/58 average OSR and OLR are 16.5 and

5.7 W m22, respectively, and that biases are 4.1 and

24.9 W m22. RMS differences decrease with in-

creasing spatial and time scales. Sensitivity studies

suggest that errors in SW fluxes are dominated by

CloudSat LWC estimates and, to a lesser extent, the

assumed properties of undetected low clouds. Errors in

LW fluxes are dominated by uncertainty in prescribed

skin temperature and lower-tropospheric water vapor.

Using the more complete picture provided by these

multisensor A-Train datasets, the impacts of clouds and

aerosols on radiative fluxes at the top of the atmo-

sphere and at the surface are documented based on

more than 4 yr of observations. On a global basis, clouds

are found to exert a net cooling of approximately218.16
3.7 W m22 at the TOA and 226.7 W m22 at the sur-

face in the 2B-FLXHR-LIDAR dataset. The benefits

of adopting a multisensor approach are emphasized by

the fact that low clouds undetected by CloudSat increase

outgoing SW radiation by 8.4 W m22 and decrease the

SW flux at the surface by 9.3 W m22, globally. Un-

detected low clouds also increase LW emission back to

the surface by 8.1 W m22. Undetected cirrus have little

impact on SW fluxes but are effective in trapping LW

radiation, resulting in a decrease in OLR of 1.1 W m22.

Aerosols were found to exert a cooling of 22.5 6
0.8 W m22 in clear skies over ocean and 21.6 6
0.5 W m22 in all-sky conditions globally—less than in

previous studies that were based on passive observa-

tions but more consistent with the range of estimates

from previous modeling studies. These results provide

benchmarks against which the ability of models to rep-

resent cloud radiative effects on seasonal time scales can

be assessed, especially if the models are sampled to co-

incide with the 0130/1330 local time overpass times of

CloudSat.

The 2B-FLXHR-LIDAR algorithm is an operational

algorithm and will be continually improved in the future

as more advanced data products are developed and

evaluated. Improved estimates of the microphysical

properties of thin cirrus clouds and identification of

mixed-phase clouds from a combination of CALIPSO

and CloudSat observations, for example, have recently

become available and offer the potential to limit as-

sumptions and realize improvements in future versions

of the algorithm.
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